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Abstract—Online social networks (OSNs) suffer from various
security and privacy problems. The main source of the security
problems is the central service provider that observes users’ data
and relationships. Distributed OSN (DOSN) is an alternative ap-
proach where users control their data without having any central
service provider. In DOSNs, for the sake of data availability, users
replicate or cache data in other users of the OSN. The replica
nodes are indeed another kind of service provider in a small scale
and with a local view. Therefore, even though decentralization
removes the global view of the single provider, it results in having
several small ones. By this claim, centralized and distributed
OSNs have several common security concerns. Although there
exist prior studies discussing and classifying security issues, a
fine grained classification of various state-of-the-art solutions
is not available. In this paper, we focus on the data privacy,
data integrity, and secure social search solutions for centralized
and distributed OSNs. Furthermore, we discuss open security
problems and concerns, that can be used as future research
directions.

Index Terms—Distributed online social networks, data privacy,
data integrity, secure social search.

I. INTRODUCTION

One of the most popular of systems for sharing information
is online social networks (OSNs) that gained huge public
attention in the recent years. While the World Wide Web is
a content based system, OSNs are user based systems. In
OSNs, participating users join the network in order to link
with other users and share information. Social relationships
have an important role for finding users with similar interests,
and for locating content [1]. OSNs like Facebook, Google+,
and Twitter have great number of users. Around 80% of users
of the Internet visit one of the OSN sites everyday [2].

Well known OSNs have a centralized architecture which
means that a single service provider manages the whole system
[3]. Having a centralized architecture and data aggregation
improves usability. For example, having one entity for storing
the users’ data makes the searching process easy. Also, by
having a central service provider, the system is more flexible
in terms of updating and extending the network and changing
the underlying architecture [3].

Centralized architecture also has its own disadvantages. The
data must be uploaded to a cloud based storage, which is
under the control of a central authority [2]. This causes serious
threats for the user privacy since the service provider can easily
obtain the users’ private data. It also knows the social graph
that represents interconnections among OSN users, as well as

user preferences and behaviour within the OSN. These kinds
of information are under the risk of any misbehaviour of the
service provider [3]. Moreover, such central OSN providers
are also interesting and wealthy sources of information for the
hackers, and hence are frequently targeted by the attackers.

The security problems posed by the centralized nature of
OSNs have motivated the research community to develop alter-
native OSN architectures. To give OSN users more autonomy
in terms of storing and controlling the access rights of their
content was the most important motivation [2]. There are many
distributed online social networks (DOSNs) out of which
Diaspora [4] is one of the most popular because of its good
privacy preserving design [5]. In DOSNs, information sharing
is done without a central server. Most of the DOSNs are based
on a peer-to-peer (P2P) overlay network architecture [2] where
the peers are users who can act as client and server at the
same time. This means that they can request the information
of other users and other users can request their data. The users
decide where to store and with whom to share their data.
Every user is equally privileged participant, and can be the
source and destination of the provided information. The main
obstacle of decentralization is that users are responsible for
their data availability. Users, their friends, or other peers need
to be online for better availability. Also, proxy nodes can be
used for storing users’ data and keeping them available [6].

Beside the differences between centralized and distributed
OSNs, in terms of security, they have several similarities.
The primary reason for the privacy issues in centralized
OSN is the centralized provider that stores and controls user
data [7]. To conquer this issue, decentralized architecture
has been proposed. Unfortunately, in the DOSNs, because
of data availability concern, another type of central service
provider appears. Since users cannot guarantee full time data
availability by relying on their system’s ability and it might
not have high uptime, replication and caching are proven
techniques to ensure availability [2]. In both cases, users must
trust other users for the security issues related to their data.
In fact, DOSNs reduce the security risks of one big central
provider by distributing them among small ones.

Contributions. In this paper, we provide a fine grained
classification of common security concerns and corresponding
solutions in centralized and distributed OSNs. We present
state-of-the-art approaches for enabling security in OSNs
considering three important aspects: data privacy alongside
access control management, data integrity and secure social
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search. In contrast to prior work, we emphasize solutions of
data integrity and secure social search, as well as solutions in
DOSNs since this kind of networks provide more autonomy
to their users. We also address architectural design principles
of OSNs in relation to the security aspects.

Our classification of security aspects and solutions in OSNs
is summarized in Table I. Data privacy deals with hiding user’s
data from illegitimate curious third parties while providing
access to the legitimate ones. This hiding can be against
service provider (in centralized OSNs) or other users of OSN.
While data privacy concern is addressed, another problem,
namely data integrity, should be considered. When we are
sure only trusted friends see our data by the access policies
we defined over our data, what will happen if someone forges
a message on behalf of us or temper it. The former is data
owner integrity issue and the latter is the data content integrity.
The solutions regarding these concerns as well as historical
integrity and integrity of data relations are discussed in this
paper. An important functionality in each OSN is to find
and establish new friendships, that can be assumed as social
search. Moreover, social search also addresses finding any
content in a social network. The security and privacy of social
search is important since it reveals some information about the
searcher and other entities participating in the search process.
For example, if Alice wants to find her old friend Carol, then
the relationship of Alice and Carol will be disclosed to service
provider, or in the case of DOSN, to the intermediate nodes
participating in the search.

There exist prior studies classifying security and privacy
issues in OSNs [3], [8], [6], [9]. Some of them review and
classify the proposed approaches in the literature [3], [8],
[6], and another restates proposed methods [9]. However,
data integrity and secure social search are important security
issues which are not considered extensively in prior work. Our
approach is to provide a fine grained classification for security
issues and solutions in OSNs.

The rest of the paper is organized as follows. In Section
II, we describe the architectural design principles of OSNs.
Section III focuses on user data privacy protection and access
control management techniques. Aspects of data integrity
problem and the corresponding solutions are described in
Section IV. Secure social search aspects and solutions are
explained in Section V. Finally, we conclude with a discussion
of other concerns and open problems as future research
directions.

II. OSN ARCHITECTURES

A. Centralized Online Social Networks
All the users’ private and personal data like their relation-

ships, uploaded images, and posts, etc. are observable for the
OSN provider. The amount of information available to the
service provider and the ability to control them makes it an
important source of security problems [6], [5]. The security
issues raised by the central service provider are as follows
[6]:

• Data retention: This issue refers to violation of the
information lifetime, which makes the data available

longer than intended. Provider takes backups of users’
data and when users delete their data, service provider
may pretend to delete, but nothing may change from the
provider’s view.

• OSN employee browsing private information: This
issue is raised by full accessibility of OSN provider
to data that can be misused by the employees of OSN
provider.

• Selling of data: Advertisers need to know users’ interests,
habits and, preferences to be able to accurately find the
target users who are interested in their products . For this
reason advertisers buy users’ data from OSNs. In this
way, OSNs will be motivated to sell this information to
get income.

Two main approaches are used to make the centralized OSN
architecture secure:

• Some studies aim to overbear the security problems in
existing OSNs, with the idea that it is better to improve
the well-designed present OSNs, instead of migrating to
a distributed architecture. A prototype Facebook appli-
cation addressing some security issues of the Facebook
platform by proxy cryptography has been built [10]. A
virtual private social network without any collaboration
of service provider is made to mitigate the privacy issues
of social networking sites [11].

• Other studies propose a framework for a centralized
OSN providing additional privacy benefits [12], [13],
[14]. Hummingbird [12] tried to improve security
and privacy of OSNs which are similar to Twitter.
For this purpose, Hummingbird designed a prototype
for implementation of Twitter by considering the
protection of tweet contents and hashtags from the
malicious centralized server. Frientegrity, a framework
for social networking applications which is able to detect
misbehaviour of malicious service provider, is proposed
in [13]. Persona, [14] took the power of OSN providers
in the case of determining the accessibility of users data
for applications. Indeed, it gave users this autonomy
to decide who can see their private data, even for the
applications, with fine-grained policies.

B. Distributed Online Social Networks (DOSNs)
DOSNs can be classified based on system components’

organization. There are two main system components: control
and storage. Control deals with lookup (user and content) and
identity management services, and storage addresses the data
storage and availability. A high level classification extended
from [2] is as follows:

• Structured: Users participate in a structured overlay, or
use a third party structured overlay providing service.
In such an organization, queries will be resolved in a
limited number of steps. Most of the recent DOSNs
use structured organization and distributed hash tables
(DHTs) for the lookup service. Prpl [15], Peerson [16],
Safebook [17] and Cachet [18] all utilize structured
control overlay. Vis-a-vis [19] designed its own structure



Category Security aspects/solutions
Data privacy Information substitution

Symmetric key encryption
Public key encryption
Attribute based encryption
Identity based broadcast encryption
Hybrid encryption

Data integrity Integrity of data owner and data content
Historical integrity
Integrity of data relations

Secure Social Search Content privacy
Privacy of searcher
Privacy of searched data owner
Trusted search result

TABLE I: Classification of security aspects and solutions in OSNs

distributed location trees, which provides efficient and
scalable sharing.

• Semi-structured: Semi-structured DOSN makes use of
super peers, which are a subset of all users who are
responsible for storing the index and managing other
users as proposed in Supernova system [20]. Such a
structure may include lookup services and tracking of
users up-time to find the best places for replication.

• Unstructured: No user in the system store any index,
and operations of system are simply done by the use of
flooding or gossip-based communication between users
[21]. This kind of management has almost zero overhead.

• Hybrid: This kind of systems combine the benefits of
the two types of organizations mentioned above. As
the storage overlay, Cachet [18] uses hybrid structured-
unstructured overlay using a DHT-based approach to-
gether with gossip-based caching to achieve high perfor-
mance. In the hybrid organization of structured and semi-
structured storage overlay of Prpl [15], users are allowed
to store their data in a distributed and unstructured way,
and then there is a process per user that federates the
distributed storage of each user and act as a super peer.
These super peers form a structured overlay of storage.
The hybrid control overlay of Cuckoo [22] uses structured
lookup for finding rare items, whereas, the unstructured
lookup helps with the fast discovery of popular items.

• Server Federation: This is another architecture for de-
centralization of OSN [3]. The main purpose of this
architecture is to distribute users’ data among several
servers which are running on separate storage entity. In
this way none of them will have a complete global view
of the private data stored in the system.

III. DATA PRIVACY

Data privacy protection is defined as the way users can
fully control their data and manage its accessibility (i.e., to
determine which part of data being shared with whom). The
latter is known as access control management, and can be
done by defining different groups with various access levels.
A group is a set of users having a common feature (e.g., fans
of football). To obtain the aforementioned goals, most of the

proposed frameworks studied in this paper use data encryption
methods (except [11], [19]). For data privacy protection, the
following solutions exist:

A. Information Substitution
Substitution means replacing real information with fake

information. This solution is mostly used for hiding data from
the service provider. For example, some predefined settings of
OSNs force users to share their information in public (e.g.,
profile picture and name). In such a case, the user can share
some pseudo information with service provider to be shown on
his profile page and send the real information only to trusted
friends. This information, in the form of XML files, are stored
and processed locally on the friends’ systems by the use of
a browser extension [11]. A variant of this method can be
applied for hiding users information from targeted ads. Users’
data will be split into smaller parts called atoms. Users who
trust each other can swap their atoms of the same type, which
are associated with a unique index kept in a dictionary. For
swapping an atom, its index will be encrypted, and the content
of the resulting index will be used for swapping. Dictionary is
public and only authorized users will be able to trace swapping
results [23].

B. Symmetric Key Encryption
Symmetric (private) key encryption is a well-known tech-

nique for encrypting data. The term of symmetric comes from
this fact that the same key is used for both of encryption and
decryption [24]. In fact, the key is the shared secret between all
parties to access the private data. Since symmetric encryption
methods use simpler operations, they have the advantage of
running faster in comparison to other schemes. On the other
hand, having the symmetric key for both encryption and
decryption causes some integrity problems. In order to obtain
integrity of data alongside utilizing the speed of this technique,
symmetric key encryption is mostly used with the combination
of other data integrity methods (see Section IV).

In terms of access control management in the symmetric
key encryption systems, we should encrypt our data by the
use of a symmetric key and then share it with the users who
we want to be able to decrypt our data. For each new group,



a distinct key should be defined. Adding a user to the existing
group means sharing the group key with that user. For the
revocation, we need to create a new key and re-encrypt the
whole data. Of course, if someone already decrypted the data
and kept a copy, we cannot revoke that.

C. Public Key Encryption
In the public-key encryption two different and separate keys

are used for encryption and decryption [24]. Based on this
reason it is also known as asymmetric encryption. These two
keys may seem to be separate, but they are mathematically
related. The keys named as public key and private key
(secret key). The former used for encryption and the latter
for decryption.

In order to manage users’ data accessibility, data should be
encrypted under the public keys of all group’s members and
then sent to them. When a user leaves the group, his public key
will be deleted from the list of group members. For joining, the
condition is reverse. Systems of Flybynight [10] and Peerson
[16] use public key encryption.

D. Attribute Based Encryption (ABE)
ABE is a kind of public key encryption. In this scheme,

some attributes make the secret key related to the ciphertext.
For example, assume that there is a set of attributes like
‘relative’, ‘doctor’, and ‘painter’. One can decide to assign
attributes of ‘relative’ and ‘doctor’ to one his friends named
Alice. To do so, he must create a key containing ‘relative’
and ‘doctor’ attributes and give it to her [25], [26], [27].
After that point, Alice will be able to decrypt every message
encrypted under the combination of attributes given in her
key. The attributes embedded in the encrypted message are
implicitly managing the accessibility of that message i.e.,
defining a group of members who are the exact audiences
of that message.

In ABE, each message should be encrypted with an access
structure defined over a set of attributes. This access structure
can be any logical expression over the selected attributes, for
instance (‘relative’ OR ‘painter’) or (’relative’ AND ’doctor’).
When the logic operation between attributes is OR, it means
that having one of the listed attributes is enough. However, for
the AND, the condition is different and having all the attributes
is necessary. In ABE, it is enough to do a single encryption
operation to construct a new group. Usual revocation methods
for ABE use frequent re-keying. To remove the accessibility
of a revoked user, the previous data which were accessible
by him must be encrypted and stored again. This kind of re-
encryptions causes an extra overhead to the access control
management of OSN and makes it time-consuming. There
exist two kinds of ABE based on the association of access
structure with the users’ secret keys or with the encrypted
messages. In the ciphertext policy ABE (CP-ABE), access
structure is determined in the encrypted message and key
contains a set of attributes while the condition in the key
policy ABE (KP-ABE) is reverse. Ciphertext policy has a
wide range of usage for supporting data privacy in OSNs such
as Cachet [18] and Persona [14] making use of ABE.

E. Identity Based Broadcast Encryption (IBBE)
In a Broadcast Encryption (BE) scheme, there exist a

broadcast channel among the list of the recipients [28]. Each
user has a private key. The broadcaster selects a group of
identities in order to encrypt the messages for them. The
broadcaster then transmits the messages to the recipients listed
in the channel. The recipients use their private keys for the
decryption.

In an Identity Based Encryption (IBE) scheme, public
keys can be any arbitrary string [29] like email addresses. In
such schemes, there is a trusted third party named Private Key
Generator (PKG) that produces corresponding private keys.

In Identity Based Broadcast Encryption (IBBE) schemes,
audiences of a broadcast group can use any identifier string as
their public keys [30]. Considering the OSNs, the username or
e-mail addresses of the members can be used as their public
key for sending encrypted messages. From this point of view,
IBBE is more flexible than ABE, since it addresses individual
recipients instead of the whole group. Removing a recipient
from the list would then have no extra cost. Systems such as
[31], [14] also use this encryption approach.

F. Hybrid Encryption
A hybrid encryption is one which combines the convenience

of a public-key encryption with the high speed of a symmetric-
key encryption. In such systems, access control management
is performed in two phases:

• Symmetric encryption of data by the use of a symmetric
key.

• Applying public key encryption under the public keys of
all group’s members to encrypt that symmetric key.

While many implementations share this hybrid encryption
framework [13], [12], there are differences in the choices
of the symmetric and asymmetric-key encryption used. In
Hummingbird [12], the symmetric key is derived by applying
a combination of a pseudo random function (PRF) and a
hash function on a particular part of message (hashtag). For
the key dissemination an oblivious pseudo random function
protocol must be followed between user and his friends.

Informally, a PRF [24] family is a set of polynomial time
functions such that no one can distinguish between a function
randomly chosen from this set and a function that its output
is completely random. A PRF f takes two inputs: a secret s
and a variable x, and outputs fs(x).
An Oblivious PRF (OPRF) [32] is a protocol running be-
tween two parties, sender and receiver. The goal of the protocol
is to compute fs(x) in a secure way. Receiver is the person
who wants to know the value of function f in x and of course
he determines x. The sender is the person who knows and
determines the secret value of s, so he is able to compute fs

for any input. At the end of the execution of the protocol,
receiver will learn fs(x) from the interactions while sender
nothing.

The hybrid structure of the access control lists (ACLs) in
Frientegrity [13] is organized in a persistent authenticated
dictionary (PAD). Thus, ACLs are PADs, making it possible
to access in logarithmic time. Persona [14] uses CP-ABE for



data encryption and PKI to share the keys between friends.
Cachet [18] uses a hybrid scheme of symmetric key encryption
and CP-ABE: the symmetric key which is chosen randomly
for data encryption, must be encrypted with ABE for the set
of audiences to make them able to decrypt the data. Another
hybrid scheme with combination of public key encryption and
CP-ABE is applied to grant friends the ability of adding a
comment to a post.

IV. DATA INTEGRITY

A common security issue of centralized and distributed
OSNs is data integrity [33], [34], [2]. The data integrity
is defined as the protection of data from unauthorized or
improper modifications and deletions [24], [35]. For the sake
of simplicity, we explain and classify different aspects of data
integrity in OSNs by the use of a short and simple scenario.
Assume that Bob is organizing a party and wants to invite
his friends to the party. Alice receives an invitation letter in a
packet from Bob, containing this message: “Come to my party
held at my home on Friday”. Considering this scenario, the
different aspects of data integrity are listed as follows:

• Integrity of the data owner: How Alice can be sure that
the sender of the message is Bob?

• Integrity of the data content: Is the content of the
message valid? For example, did Bob really say that there
will be a party on Friday at his house?

• Integrity of data history: Assume that Bob holds several
parties per month, all on Fridays. Alice had been invited
to some of them (by receiving invitation letters). Is this
invitation letter valid for an upcoming event or has it
already expired? Also, was this message delivered to
Alice at the proper time or in an even weaker assumption,
was this message delivered to Alice at any time?

• Integrity of the data relations: Is this message issued
for Alice or is it Bob’s invitation to someone else but
sent to her?

Commonly used methods to protect data integrity are based
on digital signatures [36], [17], [16], [21], [18], [15]. A digital
signature is a mathematical scheme used by the issuer of a
digital message in order to convince the recipient about the
integrity of the message. Digital signatures are based on public
key cryptography [24]. In most of the cases, the message
is signed indirectly. In the other word, first the hash of the
message obtained by employing a hash function. After that,
the hash of the message is signed by a the digital signature
scheme. Hash functions can map inputs with different sizes
into a fixed length values [24]. For the sake of saving time
and space, signing a hashed message is preferred. Moreover,
for security, it is needed that the hash function is collision-
resistant; so it is very hard to find different messages with the
same hash output.

A. Integrity of the data owner and the data content
The integrity of the data owner and content can simply be

guaranteed by the use of digital signature [36], assuming the
public key distribution problem is solved. For the signature
verification, it is important to know the valid verification key

of each signer. One solution is distributing proper keys out-of-
band like physical meeting [16], [13] or transferring the keys
via e-mail [19].

B. Historical integrity
For the data history integrity, one solution is to use hash

chaining alongside digital signature. In this method, the digital
signature must be applied on each entry published by a user,
and includes the hash of at least one of his prior posts. This
causes a provable partial ordering for his posts [21]. Another
solution is to establish a dependency between the timelines of
different publishers [21]. In this solution, the publisher adds
the hashes of prior events from other participants alongside
using the digital signature. In this way, a provable order
between their messages will be established.

Fork-consistent systems can be used for ensuring historical
integrity. In [13], authors proposed object history tree accom-
panied by a fork-consistency approach. The object history tree
data structure addresses historical integrity problem where a
malicious service provider or any data storage utility cannot
present different clients with divergent views of the system’s
state. As an example of this scenario, assume the situation
where the service provider hides some parts of our friends’
updates by providing just a partial view to us. Clients share
information about their individual views of the history by
embedding it in every operation they perform. As a result,
if the clients who have been equivocated by the service
provider communicate to each other, they will discover the
provider’s misbehaviour. In this method, the service provider
also digitally signs the root of object history tree in order
to prevent the client from later falsely accusing the server of
cheating.

C. Integrity of the data relations
To guarantee the links between two entities in the system,

for example a post and corresponding comments, one solution
is to embed a proper signing key for signing the comments
of that post. The signing key is encrypted in a way that only
authorized users can decrypt and use it for posting a comment
to that particular post. Corresponding verification key is also
located in the content of the post. This verification key can
be used to verify whether the comments belongs to the post
or not, and also to verify the privileges of the commenter
[18]. Each post will contain a different signature key, which
enables a different sub-groups of the users to write a comment
for different posts.

V. SECURE SOCIAL SEARCH

Searching in digital social space is a crucial component of
OSNs [37] as the social network users mostly do not prefer to
be restricted to the existing friends and they intend to find new
friends with common interests. Hence, for supporting social
search, disclosing some information about users’ profiles is
required. The more information that is available, the more
accurate the social search results would be. Thus, a trade-
off between search capabilities and privacy is raised. While



finding friends is one application of social search, advertising
is another kind of searching where an advertiser searches
for target users with a related interest to advertise products.
Security concerns related to social search can be classified as
follows:

• Content privacy: Privacy of content addresses informa-
tion leakage by searching a content. Since the content of
searched subject can reveal the interest of the searcher,
its privacy must be guaranteed.

• Privacy of searcher: Hiding the identity of searcher is
an important issue as it is also supported in the existing
OSNs like Facebook. For instance, if Alice is searching
for one of her old friends, Facebook will list a series
of friends close to the criteria Alice is searching for,
while none of the listed result persons would be informed
about this search. Hiding the identity of searcher from
the service provider and other OSN’s users who may
participate in the searching process (in the DOSNs) is
also a concern.

• Privacy of the searched data owner: It is important for
other users to be able to determine to which extent their
data would be available for the system’s searches.

• Trusted search result: How much trust-able is the result
of the search? In the case of finding friends with common
interests, one user in the search output may be a better
choice among all the results when level of trust and
popularity is considered.

Based on the system’s objective, different levels of privacy
can be applied considering the security concerns. For example,
privacy of searcher in an advertising scenario might not be
important. Since the advertiser wants to introduce itself to the
users, there is no concern about its identity. On the other hand,
in the case of finding a friend, the privacy must be guaranteed
for most of the security concerns.

A. Content privacy

Blind Signatures can help to provide the privacy of content.
Blind signature means signing the document without knowing
what the document contains [38]. Hummingbird [12] follows
an interesting approach where a signature of a massage’s key-
word is used as a key to encrypt the message. By considering
this idea, anyone who gets the signature on that keyword can
also decrypt the message. This method can be used in Twitter
for publishing and subscribing. Each subscriber will get the
signature on the main keyword (hashtag) of each tweet, by
the use of the blind signature, while his interest will not be
revealed to the publisher.

B. Privacy of searcher

A solution to support privacy of searcher is to use proxy.
In this method, the real identity of users will be replaced by
aliases via the proxy server. Since the proxy server knows all
the aliases of their users, it can forward messages correctly.
Servers cannot see the real names of other servers’ users.
However, the security of this approach can be under the risk
by collusion of proxy servers [3].

Trusted friends network is another approach that can be
used to support privacy of searcher. In this solution, each user
connects directly to trusted friends to forward messages. It
will cause a concentric circle of friends around each user,
which makes it possible to communicate with the user without
revealing identity or even IP address [17]. In the above
solution, some relaxation considered that friends of a user are
trusted parties. That is, the user is sure that his trusted friends
would not cause any security problems by knowing that he is
the source of a request.

Zero Knowledge Proof (ZKP) alongside using
pseudonyms is another solution. By employing the ZKP, one
can prove that a given statement is true without revealing any
extra information about that statement. In the other word,
during a ZKP, the only information that is revealed about
the statement is that it is true or not [39]. A user can use a
pseudonym while searching in the network, and when (s)he
wants to reach a content belonging to another person, (s)he
uses ZKP to prove having privileges to access [40].

C. Privacy of the searched data owner
Regarding the security concern about the privacy of the

searched data owner, one solution is to define resource han-
dler for data. In this way, every data item has a handler as a
reference to that data. For example “Alice’s birthday” instead
of “26 October 1990”. When one is interested in knowing
the content of that handler, he must prove himself to the data
owner and then get access to the real content [40].

D. Trusted search result
For finding the best choice among the social search results,

one solution works based on the real life assumption that the
trust between friends are the means for delivery. It means
that if Alice trusts Bob and Bob trusts Sara, then Alice can
trust Sara too. The amount of trust assigned to Sara by Alice,
based on the search chain from Alice to Sara, is a function of
trust levels of every intermediate friend of that chain to the
successor friend of that chain [41]. In this way, the target users
can be ranked and then chosen.

VI. CONCLUSION AND OPEN PROBLEMS

Popular OSNs have hundreds of millions of active users,
and these networks serve new forms of communication, or-
ganization, and information sharing. Most of OSNs present
the followings functionalities: profile creation, access control
management, commenting and social search (finding friend
and friendship establishment). These functionalities must be
served in a secure manner and they should not affect the
privacy of users. Security issues raised in OSNs can be
classified into three general categories: Data privacy, data
integrity and secure social search. Most of the existing attacks
in OSNs threat these categories. In this paper, we reviewed
recent solutions of the aforementioned security challenges.
However, there exist several security problems which have
been discovered but have not been fully solved yet.

• Implicit information leakage: Being sure that your data
has been shared with authorized users is a different



problem when compared to the problem of recognizing
which part of data is sensitive. Certain kind of infor-
mation can implicitly be derived from published data.
For example, a phone number by itself does not contain
any important information but it can be shown that the
name of phone’s owner alongside with the name of his
parents can be extracted by having the phone number
[42]. It is important to identify what kind of information
can be inferred from a published and seemingly simple
data. This problem, related to such information which
are not explicitly noticeable but implicitly extractable,
is called implicit information leakage. To the best of
our knowledge, no solution for the implicit information
leakage has been proposed so far.

• Data resharing: As long as the friends of a user are trust-
able and do not reshare the data which the user shared
with them, no problem will be faced. However, there is no
control if they want to reshare the user’s data with others.
In fact, security and privacy is a collective phenomenon
[43]. The main problem is how it would be possible to
prevent a user’s friends from re-sharing the user’s data.
This problem is similar to showing a hard-copy of an
image to a person while he can see the image under the
owner’s consent, and he cannot make a copy of it and he
has to turn it back to the owner.

• Privacy preserving advertising: Another problem is
to provide privacy preserving advertising for a service
provider storing encrypted data of users in order to get
income. It is trivial that the service providers commonly
reject a business model that prevents them from users’
plaintext data mining for marketing purpose. However,
such business model has not been well studied yet.
Although there has been some work on privacy preserving
advertising systems [44], [45], the development of busi-
ness models that can support privacy preserving services
hosted with third-party providers needs to be investigated
further.

There are also other concerns out of the scope of this paper,
however there exist other studies that covered these concerns:

• Protection of data from API : Online social networks
usually employ application systems. In most of them,
there is no fine grained policy that can control the access
of the application to the personal content. In other words,
after the user employs an application, he implicitly gives
the application all the accesses to the personal content it
wants. A recent study [9] reviews proposed works related
to this concern.

• Network inference: The network inferences show that it
is possible to gain access to the users’ information that
do not consider explicitly in their OSN’s shared data. In
some cases, this access possibility proved to obtain even
very easily. The concepts of identifying hubs, making
link predictions [46] and inferring user attributes have
been discussed in [9].

• Sybil attacks: Sybil attacks are considered very dan-
gerous for preserving the proper operation of an OSN.
In a sybil attack, the reputation system of a network

will be subverted by attacker who makes (usually multi-
ple) pseudonymous entities. There are multiple ways in
which the attacker can subvert the reputation system. For
example, by sending spam, trying to de-anonymize the
social network by use of sybil friendship, and simply
impersonating other users to accuse them [9].

• Hiding the social graph: A social graph represents the
users connections among each other, their preferences
and behaviour in the social network. Users’ relations
are source of important information. Some network in-
ferences can be done by user’s friends information and
interests. Work of [3] has reviewed potential approaches
to protect the social graph.

• OSN anonymization and de-anonymization: OSN
providers publish their data for the research activities
in the industry and academia. However, very sensitive
information could be revealed explicitly and implicitly
from the social graph. There should be an ”anonymized”
way that let the OSN providers to publish these data
sets in a way that minimizes the possible risks for
their users. Obtaining the anonymized data, one can
reverse the anonymization process and identifies the
corresponding nodes to the data set (which is known as
de-anonymization). Prior studies of [46], [9] cover this
concern.
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